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I. AIMS AND SCOPE

The success of personal robots is related to their ability
to autonomously tailor their behaviour according to the
individual’s culture [1], preferences [2], and cognitive and
physical abilities [3], [4], among others. Robots are requested
to adapt their behaviour in both short- and long-term inter-
actions. In the short-term, as the interactions are very often
limited in time, robots need to learn from scratch the user’s
preferences and adapt quickly to them [5]. In the long-term,
users’ needs may change and robots need to continuously
adapt in a way that keeps them engaged [6] and interested
over time [7]–[9]. Personalisation can greatly improve short-
and long-term interactions in various real-world scenarios
by increasing engagement through tailored content, building
trust and rapport, improving adherence to the interaction, and
enhancing task performance [10]–[12]. Nonetheless, building
robots capable of doing so requires the robot to be endowed
with specific perceptual and reasoning capabilities [13].

Robots must be able to deal with the high uncertainty of
the environments as well as with the unpredictability of the
human behaviours that is influenced by their motivations,
attitude and interactions, which can change over time [14].
Additionally, robots must be able to model and predict
human intentions and beliefs (Theory of Mind) [15] in order
to anticipate human actions and provide the most appropriate
behaviour [16].

Apart from being able to tailor their behaviour au-
tonomously, robots must also be easy for non-experts to
personalise [17]. This involves developing approaches that
allow non-experts to set up and teach new behaviours to the
robot, such as through demonstration [18], [19]. Enabling
non-experts to initialise the robot can also help to avoid the
“cold start” problem and speed up the process of achieving
reasonable behaviour [20].

Finally, personalisation also has ethical implications, par-
ticularly when it is used with vulnerable populations. For
example, incorrect personalisation in healthcare settings [21]
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can lead to inadequate care and decrease trust, acceptance,
and use of robots by healthcare professionals [22]. Privacy is
another concern, as personalisation often involves collecting
personal information. Additionally, the use of machine learn-
ing to personalise behaviour carries the risk of perpetuating
existing biases [23].

The special session is well-suited within the conference
theme of “Designing New Bridges for H-R-I” as it aims to in-
crease the [H]umans’ [H]appiness and [H]ealth, by designing
[R]obots capable of personalized [I]nteractions. Personalised
robots have the potential to facilitate the [R]ecovery and
[R]econnection of individuals with disabilities or impair-
ments, by adapting to their specific needs and abilities.

The session will focus on the impact of robot per-
sonalisation and behavioural adaptation on both short-
and long-term interactions with humans. In particular, this
special session aims at bringing together a multidisciplinary
group of researchers from areas including, but not limited
to, psychology, neuroscience, computer science, robotics,
and sociology, to share and discuss current approaches to
empowering social assistive robots with adaptive and learn-
ing capabilities in order to foster research and development
of robotic solutions specifically designed for meeting the
individual’s unique needs. Topics include, but are not limited
to, the following:

• Personalisation in short and long-term HRI
• User modelling in HRI
• Robot’s personality
• Context and situation awareness for robots
• Engagement evaluation and re-engagement strategies
• Personalised dialogue with robots
• Personalised non-verbal behaviour with robots
• Adaptive human-aware task planning
• Theory of Mind for adaptive interaction
• Machine Learning for robotic personalisation
• Lifelong (continual) learning for adaptation
• Adaptation in multimodal interaction
• Affective and emotion-adapted HRI
• Persuasion in HRI
• Culture-aware robots
• Evaluation metrics for adaptive robotic behaviour
• Ethical implications of personalisation
• Robot customization and teaching
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